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Deep Learning algorithms are the most promising solution to support physicians in the time-consuming task of sleep scoring. However, they can hardly 
outperform the interscorer agreement of about 82%[1] as a consequence of the human-introduced noise in the labels used for training these algorithms. As a 
result, physicians have to review and eventually correct all the predictions they disagree with. In our research, we optimized approaches to assess prediction 
uncertainty in order to implement an efficient pipeline where physicians can interact with the scoring algorithm and review the most uncertain predictions.

It may take up to 2 hours for an experienced physician to score a single night of sleep into 5 stages: Wake, N1, N2, N3, REM. Deep Learning algorithms help to make this task 
more efficient as they provide accurate predictions. As the performance of scoring algorithms can hardly surpass data quality - and about 20% of interscorer 
disagreement can be expected for hypnograms - the physicians have to subject the proposed predictions to a careful revision. Our research addresses this challenge and 
implements a pipeline where the least-confident sleep stage predictions of the classification model are gathered for the review based on estimated prediction uncertainty. 
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Methods & results:

U-Sleep[2], a state-of-the-art deep learning based sleep scoring algorithm, has 
been adopted. The architecture was trained on 12 open-access databases and 
fine-tuned on the Bern Sleep Data Base (BSDB) covering a broad spectrum of 
sleep disorders. The U-Sleep reached (82.5, 82.8, 75.0)% in accuracy, weighted 
F1, and Cohenn’s κ on the BSDB test data, respectively. 

Automated sleep scoring Uncertainty estimation

Our pipeline (on the right) consists of two main parts: (i) the 
U-Sleep[2] classifier, augmented with (ii) the LSTM-based 
confidence neural network[3] trained to estimate prediction 
uncertainty using hidden representations extracted from (i). The 
confidence score is available for each sleep epoch and can also 
be averaged for each patient, providing subject-wise confidence.

Confidence-supplemented hypnogram Performance boost 
We have evaluated the positive 
impact of our pipeline in gathering 
uncertain predictions for physician 
review based on different 
distributional thresholds of the 
confidence score. For example, one 
can expect that by using the 
TCP-threshold of 0.8, about 1/3 of 
predictions will need to be 
inspected, which, when corrected, 
leads to about 95% in accuracy and 
weighted F1-score and to about 93% 
in Cohen’s κ.

To estimate the prediction uncertainty, we compared several approaches based 
on transformations of the U-Sleep-softmax (e.g., entropy, max) with an 
auxiliary LSTM-based confidence neural network trained on hidden  
representations extracted from U-Sleep and estimating the so-called TCP 
score[3]. To evaluate the best approach of confidence estimation, we considered 
uncertain predictions as those being misclassified by U-Sleep and we 
compared various confidence metrics in terms of their ability to identify them. 
The TCP score reached AUROC 85.7% and AUPRC 63.1% and outperformed 
all the softmax-based approaches. The second best approach - 
softmax-maximum -  reached AUROC 76.5% and AUPRC 42.9%. 
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The statistical analysis has shown that the estimated TCP-score is significantly higher for the correctly classified epochs, and also, that the on-subject average confidence 
score positively correlates with the on-subject classification performance achieved. Both, irrespective of subjects’ sleep-disorder status. These findings suggest that our 
pipeline can be used to gather both, likely-misclassified sleep stage predictions, but also subjects on which U-Sleep performed with difficulties.

Utility of the approach


